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ABSTRACT

Rdaionships between users expertise, task complexity of information sysem use, atificia
intelligence, and informationservice mission provide the bass for a conceptua framework for consdering
therole that atificid intdligence might, in principle, play in information systems. Users' expertise, task
complexity, and information system service misson are multi-dimengond constructs. Increasing users
expertise and/or reducing task complexity are aternatives to or complements of the use of artificia
intelligence. Intelligent systems and intelligent users each need both cognitive and conceptua models.
System intelligence can be assessed by the ability to discriminaterdiably between different Stuations and
isindependent of whether a systemis* computer-delegated” or “computer-asssted”. “ Computer-assisted”
systems are likely to be moreinteligent and more effective. Four examples of gpplication illustrate these
conclusons.

INTRODUCTION
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Users of information services are faced with a variety of problems. Where informétion retrieva
isinvolved there are different sets of problems. the task of accessng the system; the task of identifying and
retrieving a suitable document; and the task of understanding the retrieved document. In these tasks the
user isfaced with difficulties associ ated withunderstanding the system used, determining what to do next,
and undergtanding the meaning of the information supplied. Especidly in the task of retrieval the user is
faced with continua decisons concerning what to do, whento doit, and howtodoit. The options, which
may not be self-evident, are likely to be numerous, difficult to compare, unfamiliar, and/or ill-defined. We
usethe term*“task complexity” to denotethisrange of difficulties. (For agenerd review of task complexity
see Campbd| (1988). For task complexity ininformation systems see Culnan (1984; 1985)). Weusethe
term “expertisg’ to denote the user’s ability to ded with this complexity.

There is a large and rapidly increasing literature on how artificia intelligence might be used to
developmore®intdligent” informationsystems (e.g. Advances, 1985; Brooks, 1987; Brooks, Danidls, and
Belkin, 1986; Davies, 1986; Horian, 1990; Gebhard, 1985; Morrisand Neill, 1988; Sharma, 1987; Smith,
1987; Sparck Jones, 1983; Vickery & Brooks, 1987; Walker, 1981; Wormell, 1987). Of specid interest
have been “ expert system” techniques using representations of experts knowledge and rules of inference
reflecting how experts gpply thar knowledge. Theideaisto use both eementsto determine automatically
what course of action should be taken in any given Stuation. This determination might be advisory, asin
computer-assisted systems, or routinely acted upon where the decison is delegated to the system.

Dreyfus and Dreyfus (1986) argue that expert systems can be expected to work effectively only
in limited structured areas and that only modest levels of competence should be expected since, among
humans, it is beginners, rather than experts, who follow rules.

“Expert systems’ condtitute a powerful tool, but, aswiththe powerful tools of management science,
suchaslinear programming and queuing theory, there can be atemptation to concentrate more on gpplying
the solution than on the nature and context of the problem.

This paper is not concerned withexpert systems, at least not in any direct way, or with any of the
technical aspects of implementing artificid intelligence. Rather, theintent of thisdiscussionisto complement
this empirica work by movingto amore generd level and by providing a conceptud framework, in generd
terms, of the potentid role of artificid intdligence in information systems in relation to other courses of
action that can be used instead of or in conjunction with artificia intelligence. This paper (i) examinesin
generd terms the context of informationsystems inwhichartificid intdligence might in principle be applied:;
(if) formulatesthis context interms of the relationships between (a) the expertise of the users of information
systems, (b) the task complexity facing the users, (c) rolesthat artificid intelligence might in principle play
in information systems, and (d) the purpose of the system; and (iii) suggests a framework for considering
and comparing atificid intdligenceinrelaionto other, different options inthe design and use of information
sysems.

COPING WITH COMPLEXITY
Four courses of action are possible when the complexity of a task strains or exceeds on€'s

expertise. We can illugtrate these four options by reference to the problem of shifting gear when driving
an automobile:
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Option 1. Education. The user can increase hisor her expertise. A novice driver could read a teach-
yoursdlf-to-drive manudl.

Option 2. Advice. The sysem may be cgpable of offering helpful information. Ingtaling a tachometer
does nothing to reduce the complexity of shifting gears, but the indicationof engine speed can help
one judge better when and how to operate the gas peda and the clutch. The complexity of the
task is unchanged, but one is better informed.

Option 3. Smplification. If the complexity facing the user could be reduced, then the user’s expertise
would become more adequate relative to thetask. The system itsdf could be smplified or an
interface, either ahumanintermediary or anatificid “front-end,” could make the task simpler for
the user eventhoughthe system itsef may remain just as complex. The novice driver could stop
driving, hire a chauffeur, use only the lowest gear, or change to aneectric motor that has only one
gear.

Option 4. Delegation. The user’sralein coping with complexity would be eased and any givenleve of
user expertisewould become more adequate rd dive to the systemif some of the complexity could
be moved inside the system and away from the user. Automatic transmission makes the task of
shifting gears much easier for the driver. The complexity of shifting gearsis il present, but the
burden of deding with it has been removed from the (human) driver to the (atificid) automatic
trangmisson sysem. Insofar as atificid intelligenceis viewed as “the science of making machines
do things that would require intelligence if done by men” (Minsky, 1963, p. 406), an automobile
automatic transmission is awel-known and successful example of artificid inteligence.

Thesefour approachesto the need for the user’ sexperti se being ufficent for the complexity of the
task can be sorted in two ways:

(& They vary ingpproach. Two of them (1 & 2) are concerned with improving the user’s expertise,
i.e. the user’ s ability to cope withcomplexity. The other two (3 & 4) seek to reduce the user’ s need to
cope with complexity, i.e. to make the user’ s existing expertise more adequate relative to the task.

(b) They vary with respect to thelocus of the solution. Intwo cases (1 & 3) the changeisintroduced from
the environment in the form of more educationfor the user (1) or smplification of the system (3). In both
casestherole of the systemisapassve one. Intheother two casesthe system adoptsan activerole, either
by providing helpful information to the user (2) or by itsdf taking responghbility for degling withsome of the
task complexity. Locus depends on where the system boundaries are drawn. For example, by definition,
we regard an intermediary (chauffeur) as being outside the information system even though part of an
information service.
These patterns can be shown as a two-by-two contingency table. See Table. 1.
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TABLE 1. Different tactics for task complexity.
Becausethe feasibility and cost-effectiveness of adopting each of thesefour tacticsislikdy to vary

greatly from one Situation to another, selecting a cost-effective solution depends on careful comparison of
these quite different Srategies.

VARIETIESOF TASK COMPLEXITY

In this discusson we are Smply using the termcomplexity to denote whatever difficulties the user
may face, but inredity there are distinct types of difficulty or dimensons of complexity (Campbell, 1988).
In congdering use of aninformation retrieva sysem adistinction can be made between difficulties ariang
from the subject matter of the inquiry and those arising from the retrieva system itsdf (Culnan, 1984,
1985).

Ingwersen (1984) proposed four categories of user of online bibliographic retrieva system:

i. The“dite’, who have both expertise in usng the information retrieval system and good knowledge of
the subject areg;

ii. The*intermediary”, who has expertise in using the system but lacks appropriate subject expertise;
iii. The“end-user”, who has expertise in the subject but not in the system; and
iv. The“layman”, who has expertise in neither the system nor the subject maiter.

One can argue that intermediaries and end-users are not necessarily lacking in subject expertise
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and systemexpertiserespectively. Further, thediteare, by definition, end-usersand theided intermediary
would be amember of the dite. But thisis mere quibbling over the labds,

Ingwersen’s four categories can aso be expressed as the four possible combinations of high and
low vaues for each of the two dimengions of (a) expertisein using the retrievd system, and (b) expertise
inthe subject areaof theinquiry. Thisiscearly asmplification. Treating each of thetwo kinds of expertise
as a continuous scae would provide amore generdized versionof this categorization. In effect onewould
represent each user’s expertise as a point in two dimensiond space, as shown in Figure 1, where
Ingwersen’ s four categories are indicated. A person with medium competence in using the syssem and a
medium knowledge of the subject area would be positioned in the middle.

SYSTEMS EXPERTI SE

HI GH LOW

HI GH +))))3)))3))13)))33)))))))3)))))))), HI GH

* Elite End- user =

* A* *

SUBJECT * B * *

* <)) Medium *

EXPERTI SE * *
LOW > I nternediary Layman * LOW

-233333333333333333333333333))))))))-

HI GH LOW

FIGURE 1. Expertise as atwo-dimensiona space.

Increasing the user’ s subject expertise would move the user’ spositioninthis space upwards along
the arrow marked A. Increasing the user’s expertise with the system would move the user’ s position to
the left dong the arrow marked B. Theided might seem to be dwaysin the top left hand corner, but this
isunlikdy, expensve ineffort, and generdly unnecessary. One' s position in such a space would vary from
system to system and from one inquiry to another, depending on the subject concerned. Inquiries and
systems vary in the amount of complexity involved and, therefore, in the expertise required.

The expert’s paradox isthat greater expertise both increases and decreases information-seeking
success. The greeter the expertise the greater the probability of finding any information (i.e. pertinent
meaterid) and the lower the probability that it would be informetive (i.e. nove to the searcher) (Christozov,
1990).

This discusson has been stated in very generd terms. Ingwersen’ sfour categoriesbased on two
dimengons may wel come to be replaced by more complex categorizations as a result of further research,
but they do provide a basis for an initid conceptua framework. However, the conceptuad framework
developed thus far has an inherent limitation: 1t might be useful as a basis for improved performance
(efficiency or cogt-effectiveness), but it cannot be used for the eval uation (cost-benefit andyss) of any
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given design except in relation to the purpose of the information service of which the information system
isa part. The role and mission of any given information service are necessarily unique and Stuationa
(Buckland, 1989). The preference with respect to outcomes, the basis for evauation, isaso, inpractice,
complex and multi-dimensond (e.g. McDondd, 1987).

Whatever assumptions are made in any given example concerning criteria for evauation, the
conceptua structure outlined above provides a framework for the systematic identification of options and
trade-offs. eg. (@) The effectiveness of increasing subject expertise (moving upwards) compared with
greater systems expertise (moving left). (b) The feasbility of increasing the user’ s subject expertise (i.e.
to move auser upwards) and/or of increasing the user’ s systems expertise (i.e. amoveto the left). (¢) The
most cost-effective ways of increasing expertiseinather direction. Theanswersto (a)-(c) arelikely tovary
by field of discourse, by type of inquiry, and by user. They arelikdy to vary by type of information system
or interface. What are theimplications of the desirability of increasing each type of expertisefor the design
of information systems and especidly ther interfaces? The less user-friendly the system, the greeter the
need for the user to be a subject expert and, more epecidly, to be expert withthe sysem. Themore user-
friendly the system, the less the need. Hence the increased effectivenessin use resulting from moving the
user to the left in this two-dimensiona “expertise-gpace’ could be seen as an empiricd indicator of user-
friendliness.

To what extent and at what cost could the user’ sneed for expertiseto deal withthe complexity of
the system be reduced? How far can the task complexity facing the user be reduced by lessening the
complexity and/or by moving it away from the user into the system? How costly are the deleterious
consequences of any given level of task complexity?

A variety of improvements can readily beimagined. The real chdlenge is not smply to develop
more intdligent information systems any more than it is to develop more intdligent users of information
gystems or to make systemsthat are less difficult to use. All three approaches are desirable, but the red
chdlenge isto determine the best combination of these drategies.

Language

We have usaed a two-dimensional mode of expertise for smplicity. Redlity is more complicated.
In particular, difficulties caused by language barriers need to be included. Even distinguished subject
experts learn little from materid in foreign languages they do not understand and even skilled searchers
encounter difficultieswheninterfaces, “hdp” screens, and system documentationare inan unfamiliar foreign
language. Adding language as an additiond dimension of expertise yields a three dimensond “expertise
space’. The language barrier is commonly ignored in English language literature on the design and
evauation of information systems, but theories and research concerning information sysems that do not
include language barriers are necessarily incomplete.

Congder, for example, the language problem faced by a German-gpesaking user trying to use an
English-language interface. A number of quite different solutions are possible:

(@ Increase the user’slanguage expertise. Get the user to become fluent in English as well as German,;
(b) Build adviceinto theinterface by providing, online, English-German and German-English dictionaries;
(c) Makethetask eader for the user by smplification, substituting a German-language based system, or
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by providing ad for deding withthe system, e.g. by providing abilingud intermediary or front-end.
(In this paper we do not discuss intdligent front-ends, regarding them as being, like human
intermediaries, outsde the information syslem by definition. However, the same sort of
consderations goply to intdligent front-ends as to intelligent information systems).

(d) Moving complexity from the user to the system by making the system’ s interface cgpable of handling
natura language and bilingud.

The relative cost-effectiveness of these courses of action would depend on the circumstances.
Making the system itsdf bilingua would be inefficient for one non-English-spesking user, but would
probably be the most cost-€effective solution if there were many.

TACTICSAND EXAMPLES

We now examine more closaly the types of tactics that might be adopted in the use of atificid
intelligence in information systems, while noting that to evaluate possible uses of atificid intdligence in
providing information systems it is necessary also to consder aternative solutions outside of the system,
such as an increase in the user’ seducation (category 1 above) and smplifying or mediaing the system (3).
The tactics that invalve the use of atificid intelligence in an information system fdl into the two active
categories (2 & 4) noted above.

Tactics of advice: Improving the user’s expertise. This class of tactic seeks to increase the user’s
understanding of the systemand of how it works, so that the user canknow better what the options are and
how the systems waorks. In large measure this can be viewed as “reveding the structure.” This gpproach
hasbeenreferred to as devel oping the user’ s* conceptua modd” of the system(e.g. Duncan& McAleese,
1987).

Tactics of delegation: Reducing the user’s need for expertise by moving responsibility for coping
with task complexity into the system. To the extent that the system itsdf can predict reliably wheat the
user wants done, tasks and their associated complexity can be delegated to the information system itsdlf.
Thisreductioninthe task complexity facing the user congtitutes a reductioninthe user’ s need for expertise.
But this delegation depends criticaly on the system’s ahility to predict what the user wants done. The
system has to know -- or be able to learn -- about users (changing) needs and preferences. In other
words, the system needs to have a“cognitive modd” of the user, preferably an adaptive modd.

The morethe system can assume about the user, the morerdiably it can assume what the best next
gep should be. Thisisreflected ininterfacesthat default to what is inferred to be the preferred next step.
Thisis true whether the system tactics of advice or tactics of delegation are attempted.

The difference between the two tactics can beillustrated by a hypothetical example:

Example 1: A difficult text. Suppose that, in an information system that can refrieve texts, atext is
retrieved that the user findsdifficult to understand. Thisproblem, commoninlibrary use, dthough neglected
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in the literature, is likely to occur when someone asks atechnica question, the answer to which is outside
the user’ sarea of expertise. With condderable smplification the Situation can be represented symbolically
in terms of the relaionships between two scales. (i) The difficulty (complexity) of the text; and (ii) The
expertise (knowledge) of the user. Doubtless these are complex multi-dimensiona domainsinredity, but
this mismatch is represented symbolicaly asif one-dimensiond in Figure 2 for the sake of explanation.

----------- >
DI FFI CULTY Very ) D)) F ))))))) Not
OF TEXT difficult : difficult
EXPERTI SE Very )))) E ))))))))) C ))))))) Not
OF USER expert  <e---------- expert

FIGURE 2. User's Expertise (C) and Difficulty of aText (D).

What needsto happenfor this mismaichto be resolved? Solutionsfrom outsidethe syseminclude
persuading the user to acquire more education (option 1., defined above) or to change to some other
ampler text (option 3). For the information system to beeffective (i.e. for the user to become informed),
usng olutions internd to the information system, those in which the system plays an active role require
some combination of the tactics of advice (option2) and of delegation (option 4). Tacticsof advicewould
lead to amovein the position of the user from C towards E where it would correspond to D. Rdevant
techniques could include online access to general and specidized dictionaries, encyclopedias, grammars,
textbooks, etc., as needed to supply the additiona background knowledge. Thisimprovementintheusar’s
expertiseisindicated symbalicdly by the difference between C, denoting the prior state of knowledge, and
E, denoting a state of knowledge matching the difficulty of the text. The distance from C to E denotesthe
increase in the user’ s expertise.

Tacticsof delegationwould be concerned not withincreasing the user’ sexpertisebut withreducing
the difficulty of the text, interpreting or trandating the difficult text (D) into aless difficult text (F) suited to
the user’slevd of expertise. In this case, however, there is an important condraint.  Attractive though a
amplified text might be, smplificationnecessarily involves some loss of informationand it is aso necessary
for the complexity of the text to remain sufficient to answer whatever the origina inquiry may have been.

In imagining examples of this problem, it rapidly becomes clear that not dl cases would be the
same. Consder thedifference between (i) an English-speaking user who findsthe conceptsand vocabulary
difficult to understand even though the text isin Engligh; (i) an English-spesking user that has difficulty with
the text because it isin German; and (iii) a German-speaking user that understands the concepts but has
difficulty because the text is in English. These three cases cdl for quite different sorts of interpretation:
Complex English to less complex English for (i); machine trandation from German to English for (ii); and
meachine trandation from English to German, or possibly into smpler English, for (iii). Sdection of the
appropriate course of action, would reguire the system to make (or be told) the correct assumption
concerning the user. The sum of the system’s assumptions concerning the user has been caled the
(system’s) “cognitive modd” (Duncan & McAleese, 1987).
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Cognitive models and conceptual models.

The custom of using “conceptua modd” to denote the user’ s assumptions concerning the system
and “cognitive model” to denote the system’s assumptions concerning the user has disadvantages. The
meanings of the two terms are not obvious or self-explanatory. Insofar as “conceptud” ordinarily relates
to understanding and “cognitive’ ordinarily relates to learning, the usage is not entirdy correct. For an
intdligant system to be effective it needs to be able to make assumptions not only about what the user
knows but also about howthe user learns. Non-trivia knowledge of asystem on the part of auser includes
assumptions about how the system adaptsto (i.e. infers from) different Stuations. In effect, the system’s
assumptions about the user and the user’ s assumptions about the system both contain conceptud aswell
as cognitive dements (cf Hollnagdl, 1987).

The two sorts of tactics noted above can be further illustrated by another example:

Example 2: Initial search command in information retrieval. Information retrieva depends on the
meatching of the representation of an inquiry (i.e. the search command) and the representation of what is
retrievable in the system (Belkin & Croft, 1987). Various problems arise in the matching, eg. with
homographs(e.g. LAFAYETTE, Cdifornia LAFAYETTE, Indiana LAFAYETTE, Marquisde; etc.) and
with synonyms and different-but-related terms (e.g. Al; ARTIFICIAL INTELLIGENCE; EXPERT
SYSTEM; INTELLIGENT INTERFACE).

Tactics of adviceindudereveding the structure, enabling the user to examine and become familiar
withthe indexing terms used and withtheir interrdationships. With tactics of delegation, the syslem would
make inferences about what the user wanted retrieved and act accordingly. Synonyms and related terms
would be invoked automaticaly and homographs (e.g. places named for the Marquis de L afayette) would
be sdectively discarded on the basis of the inferences that the system draws from its assumptions
concerning the user.

However, as one beginsto explore actua or hypothetica cases, the difference betweenthesetwo

tactics tends to become increasingly blurred. Tactic one (“reveding the structure’) has two components.
(i) The first component is the cagpability of reveding the structure, e.g. segments of indexes and useful
“help” screens. Every system is programmed to have more or less of this capability, but even copious
provison of this capability does not in itsdf imply the provison of an intdligent sysem. The reveding of
the Structure could be very extengive, but entirely passive, avallable only asinvoked by the user. Such a
gtuation does not require any of the knowledge bases or rules of inference characteristic of an expert
Ssystem.
(i) Theother component isknowing when to reved whichpart of the structure. A system would become
intelligent when the reveding of the structure is programmed to be stuaiond, i.e. the system itdf infers
what particular part of the system would most usefully be revealed and decides when, without being
intentionaly invoked by the user, to supply information likely to be hepful concerning the system. In other
words the system decides when and how to try to improve the user’s understanding of the system.
Unprompted, Stuationd “help’ screens are a good example. The more intdligent the system the more
different Stuationsit can identify as abadsfor sdecting apart of the system to reved.

A proactively helpful sysem is one that presumesto propose or performwheat it infersneedsto be
done next. However, the degree of “intdligence’ involved can vary greetly. A rdatively uninteligent
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syslem might, in any stuationdetermined to be problematic (e.g. retrieval of zero or an excessive number
of items) return the user to aninitid menuto start again. A moreinteligent sysem would draw inferences
from the dtuation to select which next action to perform or to propose. Computer Assisted Instruction
sysems vary greatly from smple menus to promptings based in conclusions drawn from the user’ sinpuit.
The more different Stuations asystem can didinguishas the basis for sdlecting some dternative next action,
the more intelligent we should be inclined to consder it to be.

A PRAGMATIC MEASURE OF SYSTEM INTELLIGENCE

In both the tactics of advising and the tactics of delegation, the intelligence of the sysem liesin its
ability to discriminate between a variety of dtudions in order to determine what action would be
appropriate. The ability to choose outcomes Stuationdly can be illustrated by imaegining an informetion
system that died whenever it encountered anunusud Stuation. A system that returned the user to the main
menu to start again whenever an unusud Situation was encountered would be more user-friendly but could
hardly be described as helpful or intelligent.

Thisformulationsuggests that the intelligence of a system could be indicated pragmaticaly by the
number of different, Stuation-related responses it can rdiably provide. On this bas's, when comparing
expert sysems inany givengtuation, the syslemthat canidentify the most different Stuations withany given
levd of rdiability would be regarded as the more intdligent and for any given number of recognized
gtuations the systemthat discriminated most reiably would be the most intdligent. Two conclusionsfollow
from thisview of sysem intdligence:

(@) Itisnot a dl clear that a system following the tactics of adviceisinherently any lessintdligent than a
system using tactics of delegation, programmed to determine the next step to be taken. Rather,
both sorts of systems could be more or less intelligent.

(i) Intdligence, inthis context, has to do with the diagnosing and drawing of inferences from assumptions
and dtudions In the case of information systems, assumptions and Stuations have two
components. (8) The characterigtics of the system, including the database; and (b) The need and
expertise of the user. Unlessthe user, for whomthe systemhasbeen devel oped, isto beignored,
diagnosis of the Stuationdepends, bothfor the system and for the user, onthe ability to judge both
the system’s Stuation and the user’s. Thisis particularly rdevant when the searching has been
delegated by the end-user to an intermediary.

“COMPUTER-ASSISTED” AND “COMPUTER-DELEGATED”

It istempting to assume that the truly intdligent systems are those in which decison-making has
been delegated to the computer and that “ computer-assisted” systems, those using tactics of advice, are
ether not intdligent or in some sense lessinteligent. These assumptions are erroneous as two following
examples show.

Example 3: Record consolidation. A noteworthy example of a successful gpplication of artificia
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intdligenceinlibrariesisthe useof automated proceduresto compare smilar bibliographic recordsinorder
to decide which pairs of records are (a) records that are variant descriptions of the same edition and so
should be merged (“ consolidated”) and (b) records that, dthough smilar, relae to different editions and
so should not be merged. Erroneous merging has more serious consequences than failing to merge.
Decison rules operating on weighted comparison of severa different attributes of records have beenin
operationa usefor some years(e.g. Coyle & Gdlagher-Brown, 1985). Not only doessuchasysteminfer
whichrecords should be merged, but, in practice, on grounds of economy, the inferences of the systemare
accepted as decisons without individua review by expert catdogers.

It is reasonable to assume that performance would be improved, in terms of the proportion of
decisons made correctly, if the sysem’sinferences, or at least some of them, were reviewed by human
experts. Suppose that the arrangementswere changed so that each of the system’ s inferences were to be
reviewed by ahumanexpert. Thesituation would then have changed from a* computed-del egated” expert
systemto a“computer-assisted” expert system, but the change hasinvolved no change inthe expert system
itsdf, only in the subsequent use of itsinferences. The system has not been made any less intdligent by
being changed from* computer-del egated” to “ computer-assisted.” Thispoint can befurther illustrated by:

Example4: Excessiveretrieval. A problem with online bibliographic retrievd systemsisthat searches
commonly yidd an excessive number of retrieved items. The continued growth in the Sze of bibliographic
databases exacerbatesthis problem. In the larger databases it is not uncommonfor a search commeand to
retrieve thousands of items when one or afew are dl that are wanted.

This problem can be addressed by maodifying the search command in a variety of ways, e.g.
redefining the topic of the search more narrowly, limiting the retrieved set to Englishlanguage materid, or
exduding older references, in order to obtain aretrieved set of an acceptable Sze. Applying weightings
and assumptions to the search statement can define a gradation of progressvely smdler retrieved setsto
yidd whatever sizeis preferred, in an extreme case a drict ranking.

Each combination of search command modifications would yield a different subset of a different
gze (or adifferent ranking) with different characteristics for any given initid search in any given database
at any given point in time. The particular subset and, therefore, the combination of search command
modifications to be preferred depends on the goas of the user on that occason. The best subset for a
multi-lingua searcher pressed for time is unlikely to be aso the best subset for a patient mono-lingua
searcher wanting the latest materid whether immediatdly available or not. Choosing the optima search
modification, then, is Situationa bothwithrespect to the characterigtics of the data set initidly retrieved and
to the user’ s preferences at that moment. Anintdligent systemcould andyze the subset initidly retrieved,
cd culate the effectsof various searchmodifications, and, making assumptions about the user’ spreferences,
select amodification to the search, and present the resulting subset. Alternatively the system could be set
to default differently. It could, as before, andyze the initidly retrieved set, examine the dternatives, then,
onthe basis of assumptions concerning the user, merely proposeone or more search modifications aslikdy
to be optima for the user to select, revise, or regject.

The differences between these two options are (a) the difference between a computer-delegated
and a computer-assisted search modificationand (b) how the default is set to perform or merely propose



Buckland & Florian: Expertise, Task Complexity, & .. Intelligent Info. Systems. Sept 8, 1990. 12

what should be performed. It cannot be said that ether is amore intelligent syssem than the other. We
conclude fromexamples 3 and 4 that dthough a computer-del egated systemimpliessome degree of system
intelligence, the degree of system intelligence is independent of the degree of delegetion. In other words
the digtinction between “computer-assisted” and “computer-delegated” should not be confused with
differences in system intelligence. Alternatively, other things being equd, “ computer-asssted” systems
involve more totd intelligence because the user’ s expertise isinvoked in addition.

THE USER'S PERSPECTIVE

For system designers the prospect of building intdligent systems to which decisions can be
delegated is an attractive chdlenge. For the user the perspective is less smple. Asin example 3, a
preference for computer-delegated over computer-assisted systems may be a matter of economy rather
thaneffectiveness. Administratorsmay well prefer “ delegated” over “asssted” solutionsin order to reduce
labor costs so long as the pendties for error do not outweigh the labor savings.

Unless one presumes the user to be dangeroudy lacking in expertisg, it isinherently unlikely thet
adding the expertise of the user to the expertise of an intdligent system would not increase the quaity of
the outcome.

Three consderations argue in favor of computer-assisted over computer-delegated systems:

(i) Asagenerd principle, the one thing better than being able to delegate, is not needing to delegate.
Likewise the one thing better than recelving advice is not needing advice. Thefirst condderation
argues in favor of advice rather than delegation. The second argues for improving the user’s
expertisein order to diminish the need for any kind of hdlp.

(i) Anintelligent system that tried to outguessthe user asto what is needed and how the user might behave
(asinprobabiligtic retrieva systems (e.g. Bookstein, 1984)) would seem to work best witha user
who isgatic rather than capable of learning and adapting. A user with intelligence can be expected
to adapt to the systemand to try to predict the system’ s future actions. At least intheory, ahighly
adaptive system and a highly adaptive user could combine to create a Stuation o dynamic asto
be frugtrating and even ungable (“hunting”). Dynamic user behavior would argue for computer-
assisted rather than computer-delegated processes.

(i) Deegation, with computers as with people, invites the posshilities of undesirable decisons by the
person or machine to whomthe decisionhasbeendelegated. The morethat decisions are subject
to verification and approva, the more rdiable the decisons are likdy to be and the more the
relationship changes from delegationto advisory. A patient in ahospital would presumably prefer
inteligent medica systems to be no more than advisory to the doctors.

COMPARATIVE COST-EFFECTIVENESS
As was noted above there is consderable variation in the feasibility and cost-effectiveness of

different courses of action. The feashilityis partly amatter of technology and partly a matter of authority.
Congder for example the problem of using a U.S. online service with an English language command
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language in a German-speaking country. International bodies could define and promote a common
commeand language. The U.S. hogt could provide a German language or bilingud interface. The locd
information center might be able to develop a German language front-end or provide a hilingua
intermediary. The user might learn English. Feasihility varies with the position of the stake-holder.
Technologica improvements and enabling research continuoudy reduce congtraintson what is technicaly
feasble. Further, sysem smplification through the adoption of standards can reduce the complexity for
large numbers of people very economicaly. These different courses of action are interrelated.  For
example, for the user of multiple online bibliographic sysems complexity and, therefore, the need for
expertise would be reduced by the genera adoption of a common command language or of a linked
systems protocol (Buckland & Lynch, 1988). Theformer would reduce complexity; thelatter would move
it indde the system. In addition, moving towards a common command language (and common
telecommunications standards) should reduce both the need for and the probable cost of implementing
linked system protocols.

SUMMARY
Exploration of the relationships between user expertise, task complexity, and the scopefor the use
of atificid intelligence leads to the following conclusons.

1. Theexpertise of the user needs to match the task complexity. When expertiseisinsufficient, two sorts
of solution derived fromthe environment may be possible: Increasing the user’ s expertise through
education; and smplifyingthe system. Also two sorts of solution can be built into the syssem using
“inteligent” techniques. “Tactics of adviceg’ and moving some of the complexity indde the system
(“tactics of delegation”).

2. Thefeashility and cost-effectiveness of different solutions are likdy to vary greatly according to the
circumstances.

3. A pragmatic measure of asystem’ sintelligence is the number of Stuation-related outcomes the system
can rdiably diginguish. On this basis, in any given context, other things being equa, sysem
intdligence can be assessed by two criteria:  the number of different Situations the system can
identify and the reliability with which they are identified.

4. Thedigtinction between “computer-delegated” and “computer-assisted” systemsislogicdly separate
from the intelligence of the systems.

5. A computer-de egated system may be more economica than acomparable computer-ass sted one, but,
unless the expertise of the usersis assumed to be so low asto be aliability, for dl leves of sysem
intelligence a computer-assisted gpproach is likely to be more effective because the inteligence of
the system and the intelligence of the user ought to augment each other.

6. The diginction between the assumptions made by the sysem concerning the user and the user’s
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assumptions concerning the systemare bothimportant. Caling theformer a* cognitivemodd” and
the latter a “conceptua modd” is potentidly mideading. Insofar as a “conceptual” denotes
knowledge and “ cognitive’ denotes learning, both the systlem’s modd of the user and the user’s
model of the system, if well developed, will include both conceptua and cognitive eements.

Acknowledgements: This work was partidly supported by sabbatical leave from Berkeley and by a
Fulbright Research Scholarship, 1989, at Graz Universty of Technology, Audtria (Buckland) and by aMax
Kade Foundation Scholarship, 1989, at the University of Cdiforniaat Berkeey (Florian). The comments
of Michad Berger, WilliamS. Cooper, Clifford A. Lynch, and John L. Ober are gratefully acknowledged.

REFERENCES

Advancesin Intelligent Retrieval. Informatics 8. 1985. London: Adib.

Bedkin, N. J. & Croft, W. B. 1987. Retrieval techniques. Annual Review of Information Scienceand
Technology, 22: 109-145.

Bookstein, A. 1984. Probability and fuzzy-sat gpplications to information retrieval. Annual Review of
Information Science and technology, 20: 117-151.

Brooks, H. M., Danidls, P. J. & Bdkin, N. J. 1987. Expert systems and intelligent information retrieval.
Information Processing and Management 23: 367-382.

Brooks, H. M., P. J. Danids, and N. J. Belkin. 1986. Research on information interactionand intdligent
information provison mechanisms. Journal of Information Science 12: 37-44.

Buckland, M. K. 1989. Foundations of academic librarianship. College and Research Libraries, 50:
389-96.

Buckland, M. K. & Lynch, C. A. 1988. Nationd and internationa implications of the Linked Systems
Protocol for online bibliographic systems. Catal oging and Classification Quarterly, 8: 15-33.

Campbdl, D. J. 1988. Task complexity: A review andanadlyss. Academy of Management Review, 13:
40-52.

Christozov, D. 1990. Persona communication.

Coyle. K. & Gallagher-Brown, L. 1985. Record matching: Anexpert dgorithm. In Proceedingsof the
48th AS S Meeting, October 1985, Las Vegas. (77-80). Medford, NJ: Learned Information.

Culnan, M. J. 1984. The dimensions of accessbility to online information:  Implications for implementing
office information sygsems. ACM Transactions on Office Information Systems 2: 141-150.

Culnan, M. J. 1985. The dimensions of percelved accessbility to information. Journal of the American
Society for Information Science, 36: 302-308.

Davies, R,, ed. 1986. Intelligent Information Systems. Progress and Prospects Chichester, U.K.:
Ellis Horwood.

Dreyfus, H. L. & Dreyfus, S. E. 1986. Mind Over Machine: The Power of Human Intuition and
Expertise in the Era of the Computer. New York: Free Press.

Duncan, E. & McAleese, R. 1987. Intdligent accessto databases usng athesaurusin graphica form. In:
Onlinelnformation 87. Proceedings of the 11th International Online Information Meeting,
London, 1987. (377-387). Medford, NJ: Learned Information.



Buckland & Florian: Expertise, Task Complexity, & .. Intdligent Info. Systems. Sept 8, 1990. 15

Florian, D. 1990. Information retrieval Systeme: Eine systematische Analyze der Probleme und
Prioritatenfur zukunftswei sendeL6sungskonzepte: Von ExpertisebisArtificial Intelligence.
Dissartation Dr.techn.Wiss. Technische Universitét Graz, Audtria

Gebhardt, F. 1985. Querverbindungen zwischen Information Retrieval- und Experten-System.
Nachrichten fir Dokumentation, 36: 255-263.

Hollnagd, E. 1987. Cognitive models, cognitive tasks, and information retrievad. 1n: Wormell, 1., ed.
Knowledge Engineering: Expert Systems and Information Retrieval (pp. 34-52) London:
Taylor Graham.

Ingwersen, P. 1984. A cognitive view of three selected online searchfacilities. Online Review 8(5): 465-
492.

McDonadd, J. A. 1987. Academic Library Effectiveness. An Organizational Perspective. Ph. D.
dissertation, Drexd University. (UMI #8806515).

Minsky, M. 1963. Steps toward Avrtificia Intelligence. In Feigenbaum, E. A.; Feldman, J. (eds).
Computers and Thought. (pp. 406-450). New Y ork: McGraw-Hill, 1963.

Morris, A. & Nell, M. O. 1988. Information professonds. Roles in the design and development of
expert systems. Information Processing and Management 24: 173-181.

Sharma, R. S. 1987. Some thoughts on intdligence in information retrievd. In National Computer
Conference, 1987 (pp. 601-607). (AFIPS Conference Proceedings, 56). Reston, VA: AFIPS
Press.

Smith, L. C. 1987. Artificid intelligence and artificid retrieval. Annual Review of Information Science
and Technology 22: 41-77.

Sparck Jones, K. 1983. Intelligent retrievd. In: Jones, K. (ed.). Informatics7: Intelligent Information
Retrieval. (pp. 136-142). London: Adlib.

Vickery, A. & Brooks, H. 1987. Expert sysems and their gpplicationin LIS, Online Review 11, 149-
165.

Waker, D. E. 1981. The organization and the use of Information Science, Computationd Linguisticsand
Artificid Intdligence. Journal of the American Society for Information Science 32: 347-363.

Wormdl, 1., ed. 1987. Knowledge Engineering: Expert Systemsand Information Retrieval. London:
Taylor Graham.



